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Abstract: The optical spectrum of 2,7-dinitronaphthalene radical anion generated by Na(Hg) reduction in
acetonitrile containing a large excess of cryptand[2.2.2] exhibits a Hush-type intervalence charge-transfer
band at 1070 nm, estimated to correspond to an off-diagonal matrix coupling element of 310 cm-1. The
interpolated rate constant for intramolecular electron transfer at 293 K measured by ESR between 225
and 320 K for this solution is 3.1((0.2) × 109 s-1. Rate constants estimated in two ways from the optical
parameters using the Marcus-Hush assumption that the diabatic surfaces should be parabolae are 1.0
and 0.11 × 109 s-1, and those using diabatic surfaces that fit the observed charge-transfer band are 9.6
and 3.4 × 109 s-1, when used with an electron-transfer distance on the adiabatic surfaces of 6.42 Å. Similar
measurements and comparisons were also carried out using dimethylformamide and butyronitrile as solvents.
The success of simple, classical two-state Marcus-Hush theory precludes an electron-hopping mechanism.
UHF calculations predict a planar unsymmetrical gas-phase structure for 1,3-dinitrobenzene radical anion
but give serious spin contamination. Semiempirical AM1 calculations using singles excitation configuration
interaction with an active space of 70 orbitals and the COSMO solvent model also give a planar
unsymmetrical structure. These calculations make the internal vibrational component of the reorganization
energy nearly constant, and much smaller than the solvent reorganizational component, and predict the
transition energy to lie between that observed in acetonitrile (9360 cm-1) and those observed in
dimethylformamide (8100 cm-1) and butyronitrile (8040 cm-1).

Introduction

The title compound (1•-) has an unsymmetrical charge
distribution and undergoes intramolecular electron transfer (ET)
at a rate convenient to measure by ESR, and slightly slower
than that of its single-ring analogue,meta-dinitrobenzene radical
anion (2•-).

These radical anions and their analogues were among the first
systems for which intramolecular ET reactions were studied in
detail, using ESR, during a flurry of activity by several groups
between 1960 and 1970.1-8 More recently, the ET rate constants

for these species generated either by electrochemical reduction
or by photolysis have been measured more accurately using
computer simulation of the entire ESR spectrum.9,10Hosoi, Mori,
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and Masuda showed that ion-pairing significantly affects the
ET rate constants even when the counterion is tetrabutyl-
ammonium, in rather polar solvents.10 They found an order of
magnitude larger ET rate constants for2•- generated using
sodium amalgam reduction in the presence of an excess of
cryptand[2.2.2] (3) in both acetonitrile and dimethylformamide,
than Grampp and co-workers obtained.9 The latter group used
electrochemical reduction with tetrabutylammonium salts as
supporting electrolyte, conditions that had been assumed to
produce2•- lacking significant ion-pairing effects since the
pioneering work of Geske and Maki.2a

It has been assumed from the beginning of work on these
systems that the nitro groups of dinitroaromatic radical anions
would be equivalent in the absence of perturbation by solvent
and/or counterion. Dinitroaromatic radical anions were not
perceived as intervalence compounds because this concept was
only devised in the late 1960s with reference to transition-metal
coordination compounds,11 so there was no theoretical frame-
work for the idea that localization of charge onto one of the
nitro groups might occur spontaneously. Miller’s group did
important work on linear aryl-linked terminal diquinone radical
anions in the early 1990s. Optical studies showed that charge
localization into one naphthoquinone unit occurs for tetracene-
and pentacenetetraones, and rate constants for intramolecular
electron transfer between the naphthoquinone units were
determined by ESR and compared with Marcus-Hush theory
predictions.12 In contrast, the 5-8 ring helicene analogues
prepared by Katz, which have significant through-space overlap
between the terminal quinone units, proved to be all delocal-
ized.13

According to Marcus-Hush theory, localization of charge
will occur when the off-diagonal matrix element that measures
electronic interaction between the two charge-bearing units in
the two-state model (theHab of Marcus-Hush theory) is less
than half of the total vertical reorganization energy (theλ of
Marcus-Hush theory).11,14The “non-Kekulé” substitution pat-
tern of1•- and2•- ensures thatHab is rather small, but so isλ,
unless the geometries of the neutral and reduced nitro groups
become significantly different. All interactions with solvent and
counterion will increaseλ and hence make charge localization
more likely. Ion-pairing was invoked in early discussions as
the cause of the charge localization observed,1,2 but it was later
pointed out that the nitro groups remain inequivalent in water,
where ion-pairing should be too weak to cause charge
localization.8c Hydrogen bonding lowers the rate constants for
nitro group interconversion by about a factor of 1000, but the
dissymmetry revealed by the ESR spectrum occurs in all
solvents studied in detail, even in the absence of hydrogen
bonding and ion-pairing. Introduction of ortho-substituents raises
the barriers for nitro-group interconversion, which was inter-

preted as demonstrating that twisting occurs at one of the Ar-
NO2 bonds in the localized form. In the final paper on the subject
for almost 20 years, Gutch, Waters, and Symons in 1970
invoked preferential solvent interaction with a reduced nitro
group as being responsible for the charge localization.8d They
also proposed that, because the delocalized species is the most
stable in the gas phase, and solvent effects stabilize the species
with charge localized on one nitro group, the delocalized species
would be an intermediate in the ET reaction that equilibrates
the nitro groups. We believe that this was the first postulation
of an experimental system for which ET would proceed through
what was called the “chemical mechanism” by Kosloff and
Ratner in a 1990 review article on superexchange15 (no examples
shown to use such a mechanism were given), and more recently
is being called an “electron hopping” mechanism.16 In the
Marcus-Hush two-state model, the symmetrical species is a
transition state; concerted electron transfers to and from the
bridge cause the overall process to be equivalent to one electron
moving from one charge-bearing unit to the other without any
intermediate. For the Marcus-Hush model to predict the ET
rate constant accurately, the symmetrical state must lie sub-
stantially higher in energy than the charge-localized ground
state.15 The Marcus-Hush model predicts intramolecular rate
constants accurately for intervalence bis(hydrazine) radical
cations having benzene, naphthalene, and biphenyl bridges,17

but the observed rate constant is on the order of 150 times faster
than this model predicts when the 9,10-anthyryl bridge is
present. It was argued from analysis of the optical spectrum
that the symmetrically bridged species for this system is an
excited state that lies too high in energy to cause a minimum
to appear for the symmetrical species on the ground-state energy
surface, but too low for the two-state model to be accurate.18

Results

In this work, we determined the ESR spectra of solutions of
1•- generated using the sodium amalgam, cryptand3 conditions
of Hosoi, Mori, and Masuda10 and obtained the optical spectra
under the same conditions, to see how well the Marcus-Hush
prediction of rate constant from the optical spectrum works.
The ESR rate constants were determined at a range of temper-
atures by simulation of the ESR spectra using the program of
Grampp et al.9 The rate constants in CH3CN and DMF we
obtained for2•- are in good agreement with those reported by
the Japanese group.10 The experimental data determined for1•-

are summarized in Table 1.
Figure 1 compares the near-IR spectra in DMF for 2,7-

dinitronaphthalene1- with that of its 2,6-isomer,4•-. 4•- has

a substitution pattern leading to highHab, and as a result it is
charge-delocalized and shows a narrow enough line width to
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Chem. Soc.1989, 111, 4105. (b) Almlöf, J. E.; Feyereisen, M. Y.; Jozefiak,
T. H.; Miller, L. L. J. Am. Chem. Soc.1990, 112, 1206. (c) Rak, S. F.;
Jozeriak, T. H.; Miller, L. L.J. Org. Chem.1990, 55, 4794. (d) Rak, S. F.;
Miller, L. L. J. Am. Chem. Soc.1992, 114, 13887-94. (e) Liberko, C. A.;
Rak, S. F.; Miller, L. L.J. Org. Chem.1992, 57, 1379.
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Liu, L. J. Am. Chem. Soc.1993, 115, 2478.
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Biophys. Acta1985, 811, 265-322. (b) Sutin, N.Prog. Inorg. Chem.1983,
30, 441-99.
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119, 10213. (b) Nelsen, S. F.; Ismagilov, R. F.; Trieber, D. A., II.Science
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have vibrational fine structure. In contrast,1•-, which has a
non-Kekulésubstitution pattern that leads to smallHab, has the
very broad, nearly Gaussian band shape expected for a localized
intervalence compound. Although the band maxima have nearly
the same energy for these isomers, their interpretation is quite
different. According to two-state theory, the band maximum
for delocalized intervalence compounds represents twice the
electronic coupling, 2Hab, as discussed recently for4•- and five
of its analogues that are also delocalized.19 In contrast, the band
maximum for1•- is a measure of its vertical reorganization
energy,λ, and itsε value is related toHab and is a small fraction
of that for 4•-. Although λ is not directly obtained from the
optical spectrum of a delocalized intervalence compound like
4•-, the vibrational fine structure present in the spectrum allows
estimation of both the internal vibrational componentλv at about
790 cm-1 and the solvent-reorganization energyλs at about 510
cm-1.20 Becauseλs is only supposed to depend on molecular
size, the values for these isomers should be rather similar, so
λv must be approximately 9.6 times larger for the localized1•-

than it is for the delocalized4•-.
The optical parameters relating to the ET rate constant

prediction for 1•- were determined by fitting the observed
spectra as the sum of an intervalence charge-transfer band having
the shape expected for diabatic surfaces with a quartic as well
as a parabolic component,17 and a sufficient number of Gaus-
sians for higher energy bands to maintain fit to the observed
spectrum until the intervalence band has dropped to a negligibly
smallε value, as was recently used for fitting intervalence bis-
(hydrazine) optical spectra.21 See Figure 2 for the fit in

acetonitrile. Our calculation ofHab employed the refractive index
(n) correctionN ) 3(n)1/2/(n2 + 2), introduced by Chacko and
recently employed for this purpose by Gould and co-workers.22

Calculation of Hab requires the distance that charge moves
during the ET,dab. The distance between the nitrogens in AM1
calculations of1•- having both charge-localized and delocalized
structures is 7.42-7.43 Å. Because charge is obviously partially
delocalized into the naphthalene ring,d12 should be somewhat
shorter than this distance.23 Thedab used here was 6.44 Å in all
three solvents, obtained using thed12 value of 6.42 Å, calculated
by AM1 from the dipole moment of AUHF charge-localized
structures, combined with the transition dipoleµ12 as discussed
in detail recently.23 Table 2 includes bothHab values calculated
using the Hush Gaussian approximation (Hab ) 0.0206-
N(ε∆ν1/2λ)1/2/dab) and that using Liptay’s equation24 employing
the integral of theε/hν versushν plot (also with the same
refractive index correction); the two estimates do not differ
significantly in this case. TheHab obtained using the calculated
ET distance is 15% larger than that if the distance between the
nitro nitrogens were used asdab, as has been traditional for such
estimates.

The above Marcus-Hush analysis assumes a superexchange
process,15 that is, that the longest wavelength band for1•-

corresponds to excitation between states having charge mostly
localized on each nitro group, symbolized-O2N-Naphth-NO2

f O2N-Naphth-NO2
-. Another possibility in principle is that

this band would be a “bridge reduction” band, corresponding
to transfer of the electron to the naphthalene ring,-O2N-
Naphth-NO2 f O2N-Naphth--NO2. The “bridge oxidation”
analogue of such a band,+Hy-Anth-Hy f Hy-Anth +-Hy, is
the lowest energy one for the 9,10-bis(hydrazine)-substituted
anthracene radical cation.18 We believe that the possibility that
the long wavelength band for1•- corresponds to bridge
reduction is ruled out by the lowest energy band for the benzene
derivative2•- being centered at 8320 cm-1 in acetonitrile, 1030
cm-1 lower in energy than that for the naphthalene derivative
1•-. Cyclic voltammetry data in DMF show that it is 80 cm-1

easier to reduce 2-nitronaphthalene than nitrobenzene, so we
would predict the opposite trend if the bands corresponded to
bridge reduction.25 The trend is correct for the nitro-to-nitro
charge transfer to which we assign the bands. The smaller,
benzene-bridged system has a band at lower energy, consistent

(19) Nelsen, S. F. Telo, J. P.; Konradsson, A. E.; Weaver, M. N.J. Am. Chem.
Soc. 2003, 125, 12493.

(20) We estimateλs for 2,6-dinitronaphthalene radical anion from the band
broadening necessary to obtain fit, theΓ parameter of the band fit on page
S6 of the Supporting Information, see p S10.

(21) Nelsen, S. F.; Trieber, D. A., II.; Ismagilov, R. F.; Teki, Y.J. Am. Chem.
Soc.2001, 123, 5684.

(22) (a) Chako, N. Q.J. Chem. Phys.1934, 2, 644. (b) Gould, I. R.; Young, R.
H.; Mueller, L. J.; Albrecht, A. C.; Farid, S.J. Am. Chem. Soc.1994, 116,
8188.

(23) Nelsen, S. F.; Newton, M.J. Phys. Chem. A2000, 104, 10023.
(24) Liptay, W.Angew. Chem., Int. Ed. Engl.1969, 8, 177.

Table 1. Summary of ESR Determination of the Intramolecular ET
Rate Constant for 2,7-Dinitronaphthalene Radical Anion (1•-)

solvent CH3CN DMF PrCN

T-range studied (K) 225-320 220-325 230-305
kESR,293(109 s-1)a 3.1( 0.2 7.1( 0.5 7.1( 0.5
∆G293

q (kcal/mol)a,b 4.42( 0.04 3.92( 0.04 4.08( 0.06
∆Hq (kcal/mol)a,b 4.4( 0.24 3.1( 0.26 3.4( 0.46
∆Sq (cal K-1 mol-1)a,b 0.1( 0.9 -2.9( 1.0 -2.4( 1.7

a Interpolated to 293 K.b Range quoted reflects statistical error only.

Figure 1. Comparison of optical spectra in DMF for the delocalized 2,6-
dinitronaphthalene radical anion with that for the localized 2,7-isomer.

Table 2. Summary of Intervalence Charge-Transfer Band Optical
Data for 2,7-Dinitronaphthalene Radical Anion (1•-)

solvent CH3CN DMF PrCN

Ea ) λ (cm-1)a 9360 8100 8040
ε (M-1 cm-1) 177 215 177
∆ν1/2 (cm-1) 6750 7000 6990
µ12 (D)b 1.12,c 1.04d 1.35,c 1.24d 1.23,c 1.14d

Hab (cm-1)b 310,c 320d 310,c 320d 290,c 300d

quartic C 0.35 0.5 0.5

a Band maximum.b Calculated using the Chacko refractive index cor-
rection (see text) anddab ) 6.44 Å. c Estimated using the Hush approxima-
tion, that is, Hab ) 0.0206N(ε∆ν1/2λ)1/2/dab. d Estimated using Liptay’s
method.24
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with the more rapid intramolecular ET between the nitro groups
that is observed by ESR.8d,9c

Discussion

A comparison between the ESR rate constants and barriers
and those predicted from the optical spectrum is given in Table
3. As shown in Table 2, slightly largerHab values were obtained
using the Liptay equation for calculatingHab, but the increases
in rate constant that would be obtained in Table 3 by using the
largeHab values are not significant because there is much greater
uncertainty in what to use fordab. We present two ways of
converting the optically derived ET parameters into predicted
rate constants for ET. We previously discussed using the simple
Levich and Dogonadze equation for both intermolecular26 and
intramolecular reactions.18 We have modified it for use in the
“less nonadiabatic” region by employing∆G* instead ofλ/4 in
the exponential term; that is, we use eq 1 to calculate one type
of rate constant from the optical data.

We also used a different expression, in which an electronic
transmission coefficientkel has been added to an adiabatic rate
constant expression, allowing it to be used in the “less than

adiabatic” region, eq 2,14b although using it requires additional
assumptions.

We used an estimatedhνv value of 1500 cm-1, as commonly
used for aromatic systems,11b,14andλv of 6.2 kcal/mol, close to
the value calculated (see below). As shown in Table 3, the
calculated-to-observed rate ratio is smaller using eq 2 than using
eq 1. Two estimates of∆G* were used. Using the original
Marcus-Hush classical two-state model with parabolic diabatic
surfaces makes∆Gpar* ) λ/4 - Hab + (Hab)2/λ.3b The rate
constants calculated using eqs 1 and 2 with∆Gpar* are smaller
than those observed by ESR (kcalc/kESR between 0.2 and 0.8).
However, the IV-CT bands observed are broader than the values
that would result from parabolic diabatic surfaces. Best fit to
the observed spectra gave quartic parameterC values of 0.35
in acetonitrile and 0.5 in DMF and butyronitrile (see Table 1).
Diabatic surface crossover occurs at a smaller value thanλ/4
as C increases,17a,b producing the∆Gquar* and k(quar) values
shown in Table 2. The rate constants predicted using optically
derived ET parameters are somewhat larger than the observed
ones when a barrier consistent with the observed intervalence
bandwidth is employed, but bothkLD(quar) andkκ(quar) are
within an order of magnitude ofkESR. The main point demon-
strated by Table 3 is that the optical spectra produce barriers
that predict the rate constants surprisingly well by assuming
that the ET has a superexchange mechanism. The optical data
for 1•- were only recorded at 293 K, but in previous studies of
bis(hydrazines) as a function of temperature it has been found
that, although optically derivedλ, ε, and ∆ν1/2 all change
slightly, the ∆G* obtained was constant within experimental
error.17c If a constant∆G* is also used for1•-, the variations
of ket with temperature that are predicted using both eqs 1 and

(25) (a) Bock, H.; Lechner-Knoblauch.Z. Naturforsch.1985, 40b, 1463. (b)
Surprisingly to us,2 is 560 cm-1 harder to reduce than1.21a Because an
unpaired electron is already present in1•- and2•-, we suggest that it is the
reduction potentials of the mononitro compounds quoted in the text that
are most relevant to relative positions expected for their bridge reduction
bands.

(26) Nelsen, S. F.; Trieber, D. A., II; Nagy, M. A.; Konradsson, A.; Halfen, D.
T., Splan, K. A.; Pladziewicz, J. R.J. Am. Chem. Soc.2000, 122, 5940.

Figure 2. Experimental optical spectrum for1•- in acetonitrile (solid line) with superimposed broken lines for the quartic fit to the intervalence band, two
Gaussian bands at higher energy, and the sum of the three bands, which mostly overlays with the experimental spectrum.

Table 3. Comparison of Optical with ESR Barriers and Rate
Constants for 1•-

solvent CH3CN DMF PrCN

∆GESR
q(293)a 4.4 3.9 4.1

∆Gpar*a,b 5.8 4.9 5.0
kLD(par)c,d 1.0(0.32) 5.4(0.76) 4.3(0.78)
κel

e 0.37 0.40 0.35
kκ(par)c,f 0.36(0.11) 2.0(0.27) 1.7(0.31)
∆Gquar*a,f,g 4.5 3.5 3.5
kLD(quar)c,d,g 9.6(3.1) 65(9.2) 51(9.3)
kκ(quar)c,f,g 3.4(1.1) 24(3.3) 20(3.6)

a Unit, kcal/mol.b Calculated using the Marcus-Hush assumption of
parabolic diabatic surfaces, so∆G* ) λ/4 - Hab + Hab

2/λ. c Unit: 109

s-1. d Calculated using eq 1 and the∆G* value indicated. Number in
parentheses iskcalc/kESR. e Calculated as discussed in ref 17a usinghνv )
1500 cm-1. f Calculated using eq 2 and the∆G* value indicated. Number
in parentheses iskcalc/kESR. g Calculated from the quartic-adjusted energy
surfaces obtained from fitting the bands.

kκ ) κelchνv‚(λv/λ)1/2‚exp[-∆G*/RT] (2)

kLD ) 2π/Ñ(4πRT)-1/2‚Hab
2/(λ)1/2‚exp[-∆G*/RT] (1)
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2 are rather close to those observed experimentally. For example,
the∆Sq value predicted from the optical data in CH3CN using
eq 1 is 1.6 cal K-1 mol-1, and those for DMF and butyronitrile
are very similar (1.8 and 1.4 cal K-1 mol-1, respectively).

We conclude that, in contrast to our initial expectation, the
simple two-state Marcus-Hush model predicts the ET rate
constant for1•- rather well. We had not expected this because,
as pointed out above, a small energy difference between the
localized and delocalized states leads to this model predicting
rate constants that are substantially too small.18 These results
indicate that, for these systems, the symmetrical ring-centered
radical anion that people have assumed would be an intermediate
in these systems is not an intermediate in the ET process, despite
it being predicted to be the most stable species in previously
published gas-phase calculations.

Calculations

We have used calculations to try to understand why the
unexpected result of1•- having intramolecular ET that is
predicted well by the Marcus-Hush two-state model occurs,
and also to more accurately estimate the electron-transfer
distancedab that was used to calculateHab. Large basis set
calculations were carried out on the smaller system,2•-, for
reasons of economy. Although density functional theory (DFT)
calculations are excellent for most radical ions, and are
especially successful for predicting ESR spectra,27 presently
available functionals prove totally incapable of properly obtain-
ing the difference in geometry between the oxidized and reduced
hydrazine units of intervalence bis(hydrazine) radical cations28

and are useless for considering intermolecular ET in intervalence
compounds. We have therefore not tried to use DFT calculations
to understand intervalence dinitro anions. Rather surprisingly
to us, because people have assumed that the gas-phase structure
is symmetrical since 1960, a UHF/6-31+G(d) calculation on
2•- gives an unsymmetrical but essentially planar gas-phase
structure that is 6.7 kcal/mol more stable than the symmetrical
structure.29,30The reduced CNO2 fragment is calculated to have
a charge of-0.66, and the other CNO2 fragment is calculated
to have a charge of-0.35.31 Obtaining an unsymmetrical
structure is not simply an artifact of having no electron
correlation, because a UMP2 calculation using the same basis
set produces a rather similar structure (see Figure 3),32 nor of

having diffuse functions, because the UHF/6-31G(d) calculation
that lacks the diffuse functions gives a very similar localized
structure that is 6.9 kcal/mol more stable than theC2V structure.
A Natural Resonance Theory analysis33 gives the valence bond
resonance forms for the UHF/6-31+G(d) calculation making
the largest contributions to the structure as those shown in Figure
4, rationalizing the shorter CN bond length for the reduced than
the neutral NO2 unit (by 0.086 Å), and the longer NO bond
length (by 0.06 Å). For the UMP2 calculation, these differences
are ∆CN ) 0.100 Å and ∆NO ) 0.029 Å. A second
unsymmetrical structure lying 1.3 kcal/mol above that shown
in Figure 3 was also obtained, see Figure 4. The NBO analysis
shows that these structures differ in whether the shorter NO
bond in theâ spin set (that with more NdO character) is
eclipsed with a shorter ring C-C bond (as the reduced nitrogen
in the more stable isomer) or with the longer C-C bond (as
the reduced nitrogen in the less stable isomer). These structural
differences are reminiscent of those for the rotamers of
m-xylene,33c where the rotamer with the CH bond eclipsed with
the shorter bond (C1C2, closer to CdC) is about 2 kcal/mol

(27) (a) Batra, R.; Giese, B.; Spichty, M.; Gescheidt, G.; Houk, K. N.J. Phys.
Chem.1996, 100, 18371. (b) Bally, T.; Borden, W. T. InReViews in
Computational Chemistry; Lipkowitz, K. B., Boyd, D. B., Eds.; Wiley-
VCH: New York, 1999; Vol. 13, p 1.

(28) Blomgren, F.; Larsson, S.; Nelsen, S. F.J. Comput. Chem.2001, 22, 655.
(29) We thank Prof. Frank Weinhold (U. W. Madison) for pointing these

unsymmetrical structures out to us and doing the NBO calculations.

(30) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M.
A.; Cheeseman, J. R.; Zakrzewski, V. G.; Montgomery, J. A., Jr.; Stratmann,
R. E.; Burant, J. C.; Dapprich, S.; Millam, J. M.; Daniels, A. D.; Kudin,
K. N.; Strain, M. C.; Farkas, O.; Tomasi, J.; Barone, V.; Cossi, M.; Cammi,
R.; Mennucci, B.; Pomelli, C.; Adamo, C.; Clifford, S.; Ochterski, J.;
Petersson, G. A.; Ayala, P. Y.; Cui, Q.; Morokuma, K.; Malick, D. K.;
Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Cioslowski, J.; Ortiz,
J. V.; Baboul, A. G.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.;
Komaromi, I.; Gomperts, R.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham,
M. A.; Peng, C. Y.; Nanayakkara, A.; Gonzalez, C.; Challacombe, M.;
Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Andres, J. L.;
Gonzalez, C.; Head-Gordon, M.; Replogle, E. S.; Pople, J. A.Gaussian
98; Gaussian, Inc.: Pittsburgh, PA, 1998.

(31) Calculated for the UHF structure using a Natural Population Analysis:
Glendening, E. D.; Badenhoop, J. K.; Reed, A. E.; Carpenter, J. E.;
Bohmann, J. A.; Morales, C. M.; Weinhold, F.NBO 5.0; Theoretical
Chemistry Institute, University of Wisconsin: Madison, WI, 2001, as
implemented in Gaussian 98.30

(32) The presence of diffuse functions is also not required for this result. At
UHF/6-31G(d), theCS structure is 6.9 kcal/mol more stable than theC2V
one, although the CN bonds are not as different in length, 1.361 and 1.399
Å.

(33) (a) Glendening, E. D.; Badenhoop, J. K.; Weinhold, F.J. Comput. Chem.
1998, 19, 593. (b) Glendening, E. D.; Badenhoop, J. K.; Weinhold, F.J.
Comput. Chem.1998, 19, 610. (c) Glendening, E. D.; Badenhoop, J. K.;
Weinhold, F.J. Comput. Chem.1998, 19, 628.

Figure 3. Bond lengths (Å) for UHF and UMP2 structures of2•- at the 6-31+G(d) level.

Figure 4. Valence structures obtained from a Natural Resonance Theory
analysis of the unsymmetrical isomers of2-.
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more stable than that eclipsed with the longer bond (C1C6, closer
to C-C), as shown at the left of Figure 5. This is usually
rationalized using the “two-membered ring” formulation of a
double bond, where it may be seen that the out-of-plane CH
bonds have a staggered relationship with the double bond
orbitals in the more stable isomer, but are “eclipsed” in the less
stable one.

The above calculations show them-dinitrobenzene radical
anion to be unsymmetrical in the gas phase, with the sym-
metrical structure apparently being a conical intersection,
although detailed work on this question has not been carried
out yet. It is thus a Class II intervalence compound, for which
Marcus-Hush theory was designed. Unfortunately, there is a
great deal of spin contamination in the above calculations,S2

> 1.2 for both the UHF and the UMP2 structures, so these
calculations do not address the spin distributing in these
compounds, which is the principal experimental information
available. One way around what Bally and Borden call “The
Scylla of Spin Contamination”27b problems is to employ
multiconfigurational approaches, but all that we know of that
use large basis sets are dauntingly expensive and do not allow
geometry optimization using modeled solvent, so that the effect
of solvent on the geometry, which is expected to be crucially
important for1•-, could not be modeled. We have currently
stopped trying to make large basis set calculations work for
these difficult systems. Even larger spin contamination was
obtained upon attempts at accounting for solvent using the
conductor-like screening model” (COSMO) polarizable con-
tinuum dielectric model34 implemented in Gaussian 98. Note
in this context that using diffuse-augmented basis sets is not
appropriate for condensed-phase calculations unless a constrain-
ing potential is used, a factor not considered in COSMO
calculations. One way around this problem is to use the “boxed-
electron method”,35 which simply involves limiting the extent
of the most diffuse basis functions. This technique is, however,
relatively arbitrary and cannot be relied upon to give quantitative
results.

We have instead carried out semiempirical AM1 calcula-
tions36 that allow geometry optimization, using singles-only
configuration interaction (CIS) including all MOs (70 valence
orbitals in AM1). These calculations used the development
version of VAMP 9.0 under Windows.37 Geometries were fully
optimized using the COSMO solvent model to a gradient norm
of 0.4 kcal/mol. The symmetricalC2V structure proves to be a
transition state for these calculations, and, to obtain a sym-

metrical wave function, the reference wave function was
calculated by distribution of the single unpaired electron over
two molecular orbitals using the half-electron approximation
(keyword OPEN(1,2)).38 Thus, the energies of the symmetrical
and unsymmetrical species are slightly different (by 0.1 kcal/
mol, see Supporting Information, Table S1), even in vacuo,
because different reference wave functions were needed for the
two species. Figure 6 shows the heats of formation as a function
of the Kirkwood solvent parameter, (εs - 1)/(2εs + 1), where
εs is the static dielectric constant. Although the enthalpy of the
symmetrical transition state remains linear with the Kirkwood
parameter, the unsymmetrical ground state curves downward
asεs increases. These calculations provide an excellent example
of quantification of Water’s and co-workers’ prediction of
preferential solvent stabilization.8d Also shown in Figure 6 is
the barrier to ET, calculated as the enthalpy difference,∆Hf-
(C2V) - ∆Hf(C1). These calculations find theC2V species to be
a transition state, and not an intermediate on the energy surface
for ET, and are thus consistent with the success of the Marcus-
Hush treatment of the optical data. The geometry changes that
lead to the heat of formation changes shown in Figure 6 are
considered in Figure 7. The nitrogens remain planar upon
increasingεs, but the C-N and N-O bond lengths change
significantly.39 The largest changes occur at the NO2 that bears
most of the extra charge, the C-N bond length decreases by
0.05 Å and the N-O bond lengths increase by 0.03 Å (shown
using the solid lines), while the other NO2 has smaller changes
in the opposite direction, C-N increase by 0.015 Å and N-O
decrease by 0.005 and 0.002 Å (shown using dashed lines).
Almost all of the geometry change occurs byεs ) 10. The
unsymmetrical geometries resemble the UHF and UMP2 gas-
phase geometries.

(34) Klamt, A.; Schu¨ürmann, G.J. Chem. Soc., Perkin Trans. 21993, 799.
(35) Clark, T. J. C. S.Faraday Discuss.1984, 78, 203. Guerra, M.J. Phys.

Chem. A1999, 103, 5983.
(36) (a) AM1 calculations: Dewar, M. J. S.; Zoebisch, E. G.; Healy, E. F.;

Stewart, J. J. P.J. Am. Chem. Soc.1985, 107, 3902. (b) Holder, A. J. In
AM1, Encyclopedia of Computational Chemistry; Schleyer, P. v. R.,
Allinger, N. L., Clark, T., Gasteiger, J., Kollman, P. A., Schaefer, H. F.,
III, Schreiner, P. R., Eds.; Wiley: Chichester, 1998; p 8.

(37) Clark, T.; Alex, A.; Beck, B.; Burkhardt, F.; Chandrasekhar, J.; Gedeck,
P.; Horn, A. H. C.; Hutter, M.; Martin, B.; Rauhut, G.; Sauer, W.; Schindler,
T.; Steinke, T.VAMP 9.0; Erlangen, 2003.

(38) Clark, T.A Handbook of Computational Chemistry; Wiley: New York,
1985; p 85.

(39) In contrast, when spin contamination is removed by quartet annihilation
after each SCF cycle (keyword AUHF in VAMP), both COSMO calcula-
tions and those in the presence of three or more judiciously placed waters
on dinitroaromatics also produce a charge localization atεs of about 10,
but get an entirely different geometry change. In these calculations, the
negatively charged nitrogen becomes pyramidal and loses its barrier for
twisting. Because the nitrogen ESR splitting is very sensitive to s
hybridization, and the large nitrogen splitting of1•- is no larger than that
of nitrobenzene radical anion, we do not believe that this predicted geometry
can be correct, and we will not consider these calculations further.

Figure 5. m-Xylene rotamers.

Figure 6. The calculated (AM1, CIS, 70 active orbitals, COSMO, fully
optimized) heats of formation (left axis) for the unsymmetrical (C1) and
symmetrical (C2V) structures of1•-, plotted against the Kirkwood parameter,
(εs - 1)/(2εs + 1). The squares (right axis) show the barrier calculated as
the difference in heat of formation of the two structures.
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Single-point calculations to determine the vertical reorganiza-
tion energyλcalc used our polarizable continuum model self-
consistent reaction field (PCM-SCRF) technique,40 with the
modifications introduced by Gedeck and Schneider for non-
equilibrium solvation,41 and without a dispersion correction.λcalc

is the lowest doublet-to-doublet transition energy allowing only
electronic polarization of the solvent. The Supporting Informa-
tion, Table S2, comparesλcalc with values including complete
solvent relaxation and “fluorescence” (solvent relaxed for the
excited state), which are of interest in other contexts. The
dependence ofλcalc and its internal vibrational and solvent
reorganization componentsλv′ and λs′ upon εs are compared
with the optically measuredλ in three solvents in Figure 8.
Although εs is not the only factor that affects experimentalλ
values, theλcalc values obtained in this work compare well with
the experimental transition energies. The vibrational component
λv′ was calculated from heats of formation for the neutral, anion,
and their vertical species with alternate charge, as we introduced
earlier.42 If the geometry of the relaxed anion is designateda,
that of the relaxed neutral is designatedn, and the charges

calculated are shown as superscripts 0 and-1, λv′ ) ∆∆Hf(a0

- n0) + ∆∆Hf(n-1 - a-1). As indicated by the thin lowest
line in Figure 8, although the first term,∆∆Hf(a0 - n0),
increases monotonically asεs increases because the geometry
change increases, there is a partially compensating decrease in
the second term,∆∆Hf(n-1 - a-1), and the totalλv′ only varies
slightly. By far, the largest component ofλcalc in polar solvents
is λs′. Also shown in Figure 8 isλcalc(vacuum), the lowest
doublet-to-doublet excitation energy for structures having the
optimized geometries, but calculated for a vacuum (atεs ) 1),
shown as the dashed line at nearly constant values. This does
not correspond toλ at anyεs because charge is always calculated
to be delocalized (but unsymmetrical when the structure is
unsymmetrical) in the absence of solvent, so this number
corresponds to calculated 2Hab, not to a λ. Becauseλ is
calculated to exceed 2Hab even at low dielectric constant, charge
localization occurs rapidly asεs increases above 1, as indicated
both by the geometry change (Figure 4) and by theλ value
(Figure 8) plots. We note that theHab obtained as1/2λcalc-
(vacuum) is almost 6 times as large as that obtained from the
optical spectrum using ad12 near that of the N,N distance (see
Table 2).

Conclusions

The dinitroaromatic anion1•- does not provide a simple
model for electron hopping ET. Intramolecular ET rate constants
for 1•- are predicted within an order of magnitude by a Marcus-
Hush-type two-state classical model analysis of the optical
spectrum, which precludes the symmetrical bridge-reduced
species as an intermediate having an energy minimum in the
transfer of an electron between the two nitro groups. Because
charge is largely localized on one nitro group, and simple two-
state Marcus-Hush theory works well, it is appropriate to
describe the system using Marcus-Hush language. The effective
λ must be greater than 2Hab, and, to achieve a highλ, there
must be a geometrical difference between the neutral and
reduced nitro groups (although it could in principle just be in
the solvent shell). UHF and MP2 calculations with a 6/31+G-
(d) basis set give a planar, unsymmetrical gas-phase structure
for 2-, although spin-contamination renders these results
unreliable and they may in any case not be appropriate for
condensed phases. Although gas-phase AM1 calculations obtain
a symmetrical minimum energy structure, COSMO calculations
demonstrate a rapid increase in calculated reorganization energy
as the solvent dielectric constant is increased.

Experimental Section

Commercial1 was purified as previously described.9c

Preparation of Samples.Radical anions were prepared in vacuum-
sealed glass cells equipped with an ESR tube and a quartz optical cell.
The concentration of the samples (1-2 mM) was determined spectro-
photometrically before reduction using the 360 and 350 nm bands of
1. A 100 times excess of3 was used. Reduction was achieved by contact
with 0.2% Na-Hg amalgam.

ESR Fitting Procedure. The ESR splitting constants used in the
simulations were adjusted for best fit to each spectrum. A fixed value
of 0.2 G was used for the nitrogen splitting constant of the less solvated
nitro group. This is close to the experimental value obtained for
dinitroaromatic radicals in alcohols, where the electron transfer is slow
enough that different splitting constants for the two nitrogen atoms
can be measured. The two smaller hydrogen splittings are small enough
that the same values could be used without affecting the calculated

(40) Rauhut, G.; Clark, T.; Steinke, T.J. Am. Chem. Soc. 1993, 115, 9174.
(41) Gedeck, P.; Schneider, S.J. Photochem. Photobiol., A1997, 105, 165.
(42) Nelsen, S. F.; Blackstock, S. C.; Kim, Y.J. Am. Chem. Soc.1987, 109,

677.

Figure 7. Changes in nitro group CN and NO bond lengths asεs is
increased. Those at the nitro that take most of the negative charge are
connected with solid lines, and those at the other nitro group are connected
with dashed lines.

Figure 8. The calculated (AM1, CIS, 70 active orbitals, PCM-SCRF)
vertical excitation energyλcalc including both solvent and vibrational
components (upper solid line) and vibrational componentλv (lower solid
line) for 1•- as a function of the solvent static dielectric constant. See text
for ∆∆Hf(a0 - n0) andλcalc(vacuum).
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spectra detectably, but the nitrogen and larger hydrogen splittings (H1

and H8) were both adjusted for best fit. It was assumed that both
splittings have the same sign for botha(N) anda(H1,8), although this
is not rigorously known.

Supporting Information Available: A list of additional
references to dinitro anion ESR studies, fitted exchange rate
constants as a function of temperature in acetonitrile, dimeth-

ylformamide, and butyronitrile, along with the ESR splitting
constants used at the extreme temperatures and three examples
of experimental and fitted ESR spectra. Tables of the data plotted
in Figures 3 and 5. This material is available free of charge via
the Internet at http://pubs.acs.org.
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